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DEFINITIONS
1DA publighes the lollowing documents to report the results of its work.

Reports

Reports are the mast authoritalive and most carefilly considered products (DA publishes.
They normally embody results of major projecis which (a) have 8 direct baaring on
decisions affecting major pragrams, (b) address issues of signilicant concern 1o ihe
Executive Branch, the Congress and/or the public, or (c) address issues thal have
signilicant economic implications. iDA Reports are reviewed by outside panels of experts
to ensure their high quality and relevance to the problems siudied, and they are released
by the President of IDA.

Group Reports

Group Reports record the findings and resulls of 1DA estadlished working groups and
panels composed of senior individuals sddressing major issues which olherwise would be
the subject of an (DA Report. DA Group Reports are raviewed by the senior individuals
responsible for the project and others ag selectcd by IDA 10 ensure their high quahity and
relevance to the problems studied, and sre released by the President of IDA.

Papers

Papers, also aulhoritative and carefully considered products of DA, address studies that
are natrower in scope than those covered in Reports. IDA Papers are reviewsd to ensure
thal they meet the high slandards expected of relereed papars in protessional journals or
formal Agency reports.

Documents

DA Documents are used lor the convenience of the sponsors or the analysts (a) to record
substantive work done In quick reaction studies, (b) to record the proceedings of
conterences and maelings, (¢) fo make available preiiminary and tentative resulis of
analyses, (d) to record data developed in the course of an investigation, of (e) 0 forward
information that is essentially unanalyzed and unevaluated. The review of {DA Documents
is suited to their content and intanded ute.

The work reporied in this publicalion was conducted under 1DA's Independent Research
Program. lis publication does not imply endorsement by the Oepartment of Defense. or any
other Government agency. nor should the contenis be consirued as rellecting the official
posiion of any Governmeni agency.
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PREFACE

This paper was prepared by the Institute for Defense Analyses (IDA) under the

IDA Independent Research Program. The objective of the task was to survey methods of

cost-risk analysis for use by IDA and DoD researchers.

This work was reviewed within IDA by Bruce R. Harmon, Karen W. Tyson, and

James Bui.
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I. INTRODUCTION

This handbook is intended as a guide for IDA analysts in performing cost risk
analyses for the Department of Defense (DoD) and other government agencies. It is the
culmination of many months of effort in reviewing the available literature on the subject
and in talking to several experts in the field. It is not intended to be all-inclusive in the
sense that it covers every conceivable type of cost risk analysis; rather, it emphasizes the
most commonly used methods and addresses their advantages and shortcomings. Because
this handbook is intended to serve as a general guide to performing cost risk analyses, the
reader is cautioned against using it as a cookbook. To be thorough, a cost analysis must
take account of specific characteristics and knowledge of the system being evaluated and
must apply a certain measure of heuristic analysis.

All cost estimates for major defense acquisitions must now be accompanied by a
formal risk analysis (DoD Instruction 5000.2, “Defense Acquisition Management Policies
and Procedures”). Gone are the days when a single point estimate of cost would suffice.
The reason for this is simple: point estimates of cost are almost always wrong. In the
case of major defense programs, point estimates have frequently underestimated the true
cost by a wide margin. The reasons for this include changes in the specifications or
requirements as the program progresses, optimistic estimates of advances in technology,
funding instability, and schedule slippage. Although a formal analysis of cost risk will not
reduce the nisk inherent in a program, it will help program managers understand the nature
of the risks involved, and quantify and display the uncertainty associated with cost
estimates. The result is a more realistic assessment of the funding required for a project
and of the likelihood of exceeding the point estimate.

We have found the terms “cost risk” and “cost uncertainty” defined in many
different ways in the literature. Risk is frequently defined as the occurrence of an outcome
subject to a known pattern of random variation, i.e., the probability distribution from
which the outcome is generated is known. Uncertainty, on the other hand, is often defined
as the occurrence of an outcome subject to unknown random fluctuations. For the
purpose of this report, we treat risk and uncertainty as interchangeable and give them the
restricted definition of placing a probab.:.cy distribution around a point estimate of total
cost. We assume that the analyst has a method for producing a point estimate and needs a
way to assess how uncertainties in various program features will manifest themselves in




the distnbution of total cost. This approach assumes that the analvst has correctly
identified the factors that influence cost and taken them into account when producing the
point estimate. If not, performing a cost risk analysis will be of little value

Although it may seem obvious, it is worth noting that the method for producing
the point estimate must be the same as that for estimating the nisk. In fact, the point
estimate for total cost should be a by-product of the cost nsk analysis. We mention this
fact because the literature review identified situations where researchers first obtained a
point estimate and then later applied a totally different method to assess the risk. For
example, we observed situations where the most likely (i.e., the mode) cost was derived as
the product of the most likely price and most likely quantity. Unless the distributions of
both price and quantity are symmetric, the mode of the product is not the product of the
modes. This is a pitfali that must be avoided when performing a cost risk analysis.

Our literature search identified both qualitative and quantitative methods for
assessing risk. The qualitative methods (e.g., subjective assessments of low. medium, or
high risk) are of most use when there is little or no historical data available or when firm
requirements have not yet been established. They are most appropriate for assessing risk
at the earliest stages of program conception when even subjective opinions are difficult to
elicit. This report considers only quantitative methods where probability distributions on
cost elements or drivers can be estimated from historical data or deduced from expert
opinion. Quantitative methods can be either analytical or based on simulations. The
former involves the mathematical determination of a total cost distribution from its
component cost distributions. The latter involves the computer generation of random
costs from component distributions and aggregation into a total cost distribution. The
primary features of each method are as follows:

e Analytical Methods:

— If sufficient data are available, compute the first four moments (mean. variance,
skewness, kurtosis) of each component cost and product moments (correlations and
possibly higher-order cross-product terms) between component costs  If all
component costs are independent, all product moments are zero

- If little or no data are available, component distributions must be derived from
expert opinion. In this case, compute only the first two moments (because it is
highly unlikely that any expert will be able to provide subjective estimates of
skewness and kurtosis) and component cost correlations.




- Aggregate moments and fit a distribution (which distribution to use is discussed
later) to the total cost.

o Simulation Methods:

~ Generate many random selections from each component distribution. The number to
generate will depend on the particular situation but usually at least 500 are
recommended.

— Aggregate resulting values to obtain the simulated distribution of total cost,
summarized as either a histogram or cumulative distribution function, and associated
descniptive statistics.

Note that we have not included prediction intervals as an alternative method for
assessing risk.  Although the literature is full of examples of risk being measured by
prediction intervals, we do not consider them to be very useful statements of uncertainty.
For example, stating there is a 95-percent chance that total cost will fall between one and
five billion dollars is not very informative because the range of possible costs is so wide,
and because no indication is given of the probabilities of exceeding specified costs. In our
opinion, prediction intervals are too gross a summary measure of the distribution of total
cost. They are not needed if the entire distribution can be estimated.

Analytical methods often have the disadvantage of being computationally complex,
but once the computations are made, the analysis is done. There are many situations in
practice, however, where the computations are so complex that they become intractable.
Simulations, on the other hand, are easy to set up on a computer, but take more time (this
can sometimes be a concern even on a high-speed computer if a large project is being
simulated), and are not particularly well-suited to performing sensitivity analyses.
Sensitivity analyses can take a great deal of time because a separate risk analysis
encompassing many simulation iterations must be performed for each variation in the
parameters being examined. Furthermore, it can be very difficult to generate correlated
random variables except in the case of multivariate normality.

Although the literature search turned up many different ways for performing cost
risk analyses, most can be categorized as direct applications or variations of the following
three methods:

» cost-estimating relationships—use regression analysis to relate cost drivers to
historical costs;

» work breakdown structures—apply probability distributions to cost elements
and aggregate them into a total cost; and




« stochastic networks—break down the acquisition and management processes
into their component activities and events in proper time sequence.

In the following chapters we describe these three methods in detail, give numencal
examples of how to use them to perform cost risk analyses, and describe situations in
which they might be applied. We present both the analytical and simulation approaches to
each of these methods. Finally, the appendix describes some of the available software for

running simulations.




II. COST-ESTIMATING RELATIONSHIPS

Ccst-estimating relationships (CERs) involve the functional modeling of cost in
terms of explanatory factors. The explanatory factors are usually proxies, such as weight
and speed of an aircraft, for processes that directly determine cost but are difficult to
measure in advance. For this reason, CERs mus. be regarded as correlational rather than
causal models. All CERs are estimated by fitting a curve through historical data on costs
and as:ociated drivers. Frequently, however, historical data are insufficient to estimate a
reliable CER. Furthermore, historical program data usually reflect the final program
specifications and cost, and any schedule and technical difficulties encountered. The
problem in accurately specifying a CER is that schedule and technical risk can rarely be
sorted out (because of the unavailability of data) and the onginally programmed cost and
requirements are frequently unknown. For example, the costs for two aircraft with the
same final specifications, but different initial requirements, are likely to be quite different
because more effort must be expended if required technologies cannot be achieved or if
requirements change. Thus, the primary pitfall in using a CER is model inadequacy.

Although it is important to recognize model inad ‘qu.cy as a source of cost-
estimating risk, its treatment is beyond the scope of this paper. We assume throughout
this chapter that the analyst has accurately specified a CER that will enable the derivation
of a point estimate of cost. The principal sources of risk in employing a CER are:

« model misspecification—schedule or technical risk not adequately accounted
for, linear model used when a logarithmic form is more appropriate, cost drivers
omitted or inadequately measured (e.g., aircraft maneuverability), and so on;

« extrapolation error—model no longer applies to current data, or model may not
apply to entire range specified for independent variables;

 estimation uncertainty—model parameters and error variance are estimates, not
actual values;

e uncertainty in cost drivers—cost drivers are subject to random fluctuations
determined by a probability distiibution; and

» assumption of independence of cost dnivers.



A. ANALYTICAL METHOD

The analytical method for estimating a cost risk distribution involves a method
called propagation of error [Tukey (1957), Seiler (1987)]. This method is based on the
Taylor-Senes expansion of a cost function about the means of the independent variables.
The Taylor-Series expansion of a function in #» dimensions can be written as:

SO x) = i)+ 20 = 1)+ 233 (0, = 1), = ) (1)

1=l g=i

where
t [} a.f X ""‘xn
5= Sy = LT
' Hyvookdn
, " & f(x...., x,)
fu = fu ( AR /Jn) féxlc‘;x I
! 4 HyeooHa
and ;= E(x).i=12,...,n
Taking expectations of both sides of equation (1) gives:
l n n "
E[f(x,x )] = f (et )45 33 (S, )Corr(x, x )V (x W(x). (2

1=l =i

Furthermore, if we drop the second-order terms in equation (1), square both sides, and
take expectations, we obtain:
n n-1 n
VIf(xeax )] = SV () + 23 S (SN Corr(x, x )V (x W (x,) . (3)
=1 =1 y=14)
In equations (2) and (3), the means and variances of the independent variables are those
for the system being costed, not those of the sample data from which the CER was
denved. When a new system is being costed, the values of the independent variabies are
rarely known with certainty. Both the means and variances of the independent variables

are consequently denved from expert opinion. The correlations, on the other hand, are
more likely to be estimated from historical data.

Note that if f(x,,...,x,) = x,+---+x,, equations (2) and (3) reduce to the standard
equations for the mean and variance of a sum. Although more accurate approximations
for the mean and vanance can be obtained by considering higher-order terms, the
expressions will involve product moments (i.e., moments of the form E£(x/x?) for positive
integers p and g, with p + g > 2) of the cost drivers [Seiler (1987)] that cannot be reliably
estimated with small amounts of data. If the analyst is fortunate enough to have a large
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number of observations at his disposal, it would be wise to consider the higher-order terms
to improve the estimates of the mean and variance.

We illustrate this procedure with an actual CER! for the first-unit cost (in
thousands of dollars) of an unmanned spacecraft:

Cost = 5.48(SC_WT)*(BOLP)” ¢,

where SC_WT is the spacecraft dry weight (in pounds) and BOLP is the beginning-of-life
power (in watts). From the historical data base used to estimate the CER, the correlation
between weight and power was estimated to be .77. The CER was estimated by taking
logarithms of both sides and performing an ordinary least-squares regression. On the
logarithmic scale, the mean square error of the regression was estimated to be o = .13. If
€ 1s assumed to be log-normally distributed with E(log £€) = 0, the mean and vananze of ¢
are;
E(e)=e""
and
V(e)=e" (e” -1).

From the above equations, the mean and variance of ¢ are 1.07 and .16, respectively.

Now suppose we want to use this CER to estimate the cost of a new surveillance
satellite for tracking ballistic missile launchers. Suppose further that the following
information is elicited for the parameters of the new system:’

Variable Low Mode High Mean Variance
Weight 5,000 6,500 7,000 6,167 180,556
Power 1,800 2,000 2,500 . 2,100 21,667

Finite bounds on ¢ can be obtained by adding and subtracting three siandard deviations to
the mean on the logarithmic scale (i.e., zero), and transforming back to the original scale.

The resulting bounds are .33 < £<2.99.
The spacecraft CER that was estimated is of the form
Cost= ax”xf¢. )

We therefore compute the following quantities:

! The data used to estimate this CER were obtained from the Air Force Unmanned Space Vehicle Cost
Model (USCM) data base.

2 In actuality, it is more common to elicit information on only the low, high, and modal values for each
variable. From these values, we computed the mean and variance, assuming a Triangular distribution
(discussed in the next chapter), because they are needed for the propagation-of-error formulas.




dCost - .
T = B E(e) = (548)( 94167 *)(21007)(107) = 3240,
_?09_?1 = aful P E(e) = (5.48)(.30)(6167*)(21007™)(1.07) = 30.37 ,
dCost
a"; = auPp? =(548)(6167%)(2100°) = 198,662 ,
0";ig" = af, (B, - D u, E(€) =(5.48)(.94)(-.06)(6167"*)(2100°)(1.07) = ~.00032 ,
1
2
3‘;02” = aBo(B, - N P E(8) = (5.48)(.30)(- 70)(6167%)(21007')(1.07) = -.01
2
&*Cost _ 0
o¢? ’
%;‘;% = @B Bul " wP T E(E) = (5.48)(.94)(.30)(6167 %)(2100°®)(1.07) = 00463 ,
ﬁCost__ AV B - -.06 30y - 3028
T = @B a = (54896167 )(21007) = 3028,
and
dCost _ A, Al 4 -y _
Frge " OBl = (4B I0)(6167%)(2100°) = 2838

From equation (2), the mean cost is

E(Cost) = (5.48)(6167*)(2100%)(1.07) + (.5)[(~.00032)(180556) + (-.01)(21667)]
+(.00463)(.77)/(180556)(21667) = 212,655 ,

and from equation (3) the vanance is

V(Cost) = (32.40)} (180556) + (30.37)* (21667) +(198662)*(.16)
+(2)(32.40)(30.37)(.77),/(180556)(21667)
=6,618,958,997 (standard deviation = 81,357) .

From the lower and upper bounds on x,, x,, and &, we obtain the lower and upper bounds
on total cost as

Cost, = (5.48)(5000 54 )(1800'30 )(.33)=51,393 ,
and
Cost, = (5.48)(7000'” )(2500 % )(2.99) = 705,060 .

We now have all the information we need to fit a distribution to the total cost. To
be applicable to a wide variety of cost-estimating situations, a good candidate distnbution

"




left-skewed, or symmetric depending on its parameter values. Furthermore, because finite
bounds are usually placed on the total cost, the distribution should be defined over a finite
domain. The most commonly used distribution with these properties is the Beta
distribution. The Beta distribution is specified as:

I'(a+p)
T(a)(B)(h-1)

where a> 0 and > Oare shape parameters, / is the lower bound, and A is the upper

f»= 57 -DT' -y lsys<h,

bound of the distribution. Because few analysts can relate to and specify the parameters
of a Beta distribution, the parameters are usually estimated by the Method of Moments.
The first step in this process is for the analyst to specify the endpoints of the distribution
(the lowest and highest possible costs), either the modal or mean cost, and the variance of
cost. The mode, mean, and variance of the Beta distribution are, respectively:

_ _ l-a
m=1+(h 1)2-a—ﬁ' (5)
ﬂ=1+(h-1);:—p’ ()]
and
—(h_N? ap
o =(h-1) (a+B)(a+p+1) )

Once the mean and variance have been specified, we set equations (6) and (7) to the
numerical values of these quantities. This results in the following formulas for « and gin
terms of the specified values for z and & :

_w-Dth-p) _u-l

T Mh-1) k-1’ ®)
- alh-4)
p==0Th %)

If the mode and vanance are specified instead, the formulas become much more complex
and are usually estimated by numerical means, for example, by using Microsoft Excels
“Solver” routine.

Applying the Method of Moments to the example above, the estimated Beta
parameters are a=2.71 and f=8.28. The resulting density function and cumulative
distribution function (c.d.f.) of total cost are shown in Figures 1 and 2, respectively. The
mode of the total cost density shown in Figure 1 is 175,728 Note that this is nor the cost



obtained by substituting the most likely values for weight and power into the regression.
The latter cost is:
Cost = 5.48(6500 > )(2000 *)(1.07)
= 220,096 .

Some analysts wrongly refer to this point estimate as the “most likely” cost, which refers

to the mode of the distribution. As we have shown, however, the most lixely cost in this
example is 175,728. The reason it is smaller than the value obtained by substituting the
most likely values for weight and power into the regression is that the distribution of
weight, which dominates the regression, is skewed to the left. Therefore, it is necessary to
perform a cost risk analysis even if all that is wanted is the most likely estimate of total
cost.

Although the most likely estimate of tota! cost is 175,728, Figure 2 indicates that
the probability of exceeding this cost is about 63 percent. This example vividly illustrates
the pitfalls of relying on a point estimate alone. When a budgeting target is needed, an
alternative to selecting the most likely value is to select the cost that gives an acceptable
level of risk. For example, if 25 percent is considered to be an acceptable level of risk, the
point estimate that gives this is 263,835—50 percent higher than the most likely estimate.
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Figure 1. Density Function of Totsl Cost
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B. SIMULATION METHOD

Whereas the propagation of error method uses the first two moments? of each of
the cost drivers and the error term, a simulation involves specifying distributions for these
quantities. Commonly, Beta or Triangular distributions are used for the cost drivers and a
log-normal distribution (if the CER is in logarithmic form) is used for the error term. The
information embodied in a probability distribution is more complete than summary
measures such as the first two moments. One might then expect that performing a
< 'mulation would resuit in a more accurate assessment of the distribution of total cost.
This presupposes, however, that the distributions placed on the cost drivers and the error
term are correct. In all likelihood, they are not (they are merely convenient ways of
expressing subjective knowledge), and there is no guarantee that the resulting cost
distribution will be any more accurate.

To illustrate this procedure, consider the same cxample used in the section on
propagation of error. [Equating the moments specified for weight and power to the
theoretical moments of a Beta distribution allows us to determine the iequired distribution
parameters. The cost drivers—weight and power—are then generated from the resultant
Beta distributions and the error term is generated from a log-normal distribution. One

3 Third- and fourth-order moments can be used as well if sufficient data are available. However, the
formulas are much more complex and a four-parameter distribution, unlike the two-parameter Beta,
must be used to fit the moments of total cost.

11



thousadd iterations of this procedure were performed with the total cost determined from
eau.tian (4) at each iteration. The empirical ¢.d f. was calculated as a step function with
increments of 1/1000 at each of the ordered simulated costs. The result is superimposed
over the analytically-derived c.d.f and shown in Figure 3. As can be seen, the two curves
arc very similar; that is, the analytical and simulation techniques give essentially the same
resuit  This need not be irue in general, however.

i
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Figure 3. Analytical Versus Simulated Distributions of Total Cost

The most difficult aspect of simulating a CER is reproducing the correlation
structure and moments of the cost drivers while maintaining their bounds (i.e., the low and
high values for each variable). Unfortunately, fully tested and reliable methods for
accomplishing this are not yet available ¢ The cost drivers in the above example were
gencrated using a new methodology proposed in Lurie and Goldberg (1992), the details of
which are bevond the scope of this paper. The methodology looks promising but requires
more research before we would feel confident enough to recommend it. In the absence of
any other acceptable method for simulating correlated random variables, we recommend
using the propagation of error method, tedious though it may be, to estimate the total

svstem cost risk.

The method of L1 and Hammond (1975) has been available for some time, but it requires extremely
complen computations.  Their method is probably impractical for simulating correlated Beta
Jdistributions

12




III. WORK BREAKDOWN STRUCTURES

A work breakdown structure (WBS) is a hierarchical system of subordinate-level
cost elements that are directly related to activities that define a project under development
or production. As such, it completely defines the costs associated with the system under
consideration and is therefore a causal model of total cost. Whereas CERs are relatively
easy to construct and estimate, a WBS requires data at much greater levels of detail. A
WBS also takes more time to construct and may require the inputs of numerous subject-
matter experts, each knowledgeable in a particular aspect of project operation.
Frequently, the “data” take the form of expert opinion. If expert opinion is accurate at
lower levels of indenture, a WBS can potentially provide a more realistic assessment of
cost risk than a CER. There is the danger, however, of disaggregating the data at too
great a level of detail. Consequently, errors are compounded at higher levels of detail and
may add to the level of uncertainty.

The primary sources of risk for a WBS are:

« disaggregating too much (using too low a level of indenture for accurate cost
distributions to be provided),

« assuming independence of cost elements,

+ assuming independence of price and quantity (for example, schedule slippage
may require more manhours at overtime wages, resulting in a positive
correlation between number of manhours and cost per manhour), and

+ ignoring external cost drivers (external influences, such as funding instability,
shifting requirements, and poor subcontractor performance, need to be taken
into account).

To address the last point, analysts frequently use CERs to model the lower-level cost
elemeats in a WBS.

The analysis of risk in a WBS begins with the specification of probability
distributions on lower-level cost elements. Sometimes the lower-level cost distributions
are formed as the product of separate distributions on price and quantity. The most
commonly used distributions for specifying cost risk are the Beta and Triangular
distributions. If a Beta distribution is specified, its parameters. may be estimated by the
Method of Moments as shown in equations (8) and (9) in the previous chapter. The
Triangular distribution is used perhaps even more frequently than the Beta distribution
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because the only required parameters are the mode and the endpoints. These parameters
directly determine the shape of the distribution and no indirect estimation of parameters is
necessary. The mean and vanance of the Triangular distribution are:

#__.1+n31+h . (10)
and
o (=1} +(m=h)(m-1)

G (1)

The primary advantage of the Triangular distribution—its simplicity—is also its primary
disadvantage because its flexibility is limited. Unlike the Beta distribution, the Tnangular
distribution has only three parameters and its variance is predetermined once these
parameters are specified. As a consequence, the Triangular distribution generally has
fatter tails and this implies an increased likelihood of observing costs near the endpoints.

A. ANALYTICAL METHODS
1. Cost-Element Distributions Specified Directly

When cost-element distributions are specified directly, that is, without the aid of a
CER. the method for estimating the total-cost distribution is straightforward. The first
two moments of the cost-element distributions are calculated, aggregated, and fit with a
Beta distribution. The Beta distribution is used for its flexibility, not because we have any
a priori notion that this is the actual total-cost distribution.

To illustrate this procedure, consider an aggregate Work Breakdown Structure for
the first-unit cost (in thousands of dollars) of a 600-pound ultra-high frequency (UHF)
satellite, consisting of 10 elements * We placed a Triangular distribution on each of these
elements as shown in Table 1.

N

The data for this WBS were obtained from the Air Force Unmanned Space Vehicle Cost Model
(USCM) data base.




Table 1. First-Unit Cost WBS for 600-Pound UHF Satellite

Cost (Thousands of Dollars)
Lower Upper Standard

Cost Element Bound Mode Bound Mean Deviation
Attitude Control 1,676 1,942 2,453 2,024 203
Electrical Power Supply 3,469 4,029 5,287 4,264 4m
Telemetry, Tracking and

Command 860 986 1,671 1,172 203
Structure and Thermal 366 576 963 635 156
Apogee Kick Motor 201 287 402 297 53
Digital Electronics 5,433 6.791 8,828 7.017 891
Communications Payload 2,228 2,475 3713 2,805 374
Integration and Assembly 544 691 1,011 749 121
Program Support 10,410 12,428 17,400 13,413 1,809
Launch Operations and

Orbital Support 639 792 1,030 820 103

The means and standard deviations in Table 1 were computed from equations (10)
and (11). We also calculated correlations among the cost elements from historical data.¢

l The correlation matrix is shown below.

1 2 3 4 b} 6 7 8 9 10
1.00 047 0.36 0.76 0.10 0.13 0.58 0.37 0.81 0.54
0.47 1.00 0.37 0.79 0.33 0.43 0.55 0.37 0.52 0.22
0.36 037 1.00 0.58 0.52 0.68 022 -0.05 026 -0.06
0.76 0.79 0.58 1.00 0.23 0.38 0.55 0.41 0.70 0.33
0.10 0.33 0.52 0.23 1.00 0.82 0.64 0.25 0.25 0.06
0.13 0.43 0.68 0.38 0.82 1.00 0.29 0.05 0.03 0.06
0.58 0.55 0.22 0.55 0.64 0.29 1.00 0.62 0.85 0.34
0.37 037 005 041 0.25 0.05 0.62 1.00 0.58 0.64
0.81 0.52 0.26 0.70 0.25 0.03 0.85 0.58 1.00 0.39
0.54 022 -0.06 0.33 0.06 0.06 0.34 0.64 0.39 1.00

K0 N E W N e

—
(=

Using the standard formulas for the mean and variance of a sum,

E(ZX )= ZE(X ).
V(ZX) ZV(X)+2ZZCon(x,,x),/V(X)V(x 7

i=1 j=i+)

¢ Caution must be exercised when estimating a correlation matrix from historical data if the pairwise
correlations are not all based on the same observations. The result may be an inconsistent correlation
matrix. See Lurie and Goldberg (1992) for a further discussion of this topic.

7 We have come across statements in seminars and in the literature to the effect that this formula is an
approximation, or that it applies only in the case of the normal distribution. This is not true. The
formula is exact and requires only that the first two moments of each component distribution exist.




we obtained the mean and standard deviation of total cost (in thousands of dollars) as
33,194 and 3,230, respectively. If we had mistakenly assumed independence among the
cost elements, the calculated standard deviation would have been only 2,136. Also, the
lower bound on total cost is 25,626 and the upper bound is 42,758 From equations (8)
and (9), the estimated Beta distribution parameters are a=2.50 and =325 (if we had
assumed independence, the estimated parameters would have been
a=6.29 and f=8.16). The resulting density function and c.d f. are shown in Figures 4

and 5, respectively.
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Figure 4. Density Function of Total Cost
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Figure 5. Cumulative Distribution Function of Total Cost

Figures 4 and S clearly demonstrate the consequences of wrongly assuming
independence. In this example, the result is to greatly underestimate the probability of
exceeding costs greater than the mean. Also note the near symmetry of the total-cost
distribution, despite the fact that all ten component distributions are skewed to the right.
Furthermore, the Beta distribution with parameter values both greater than or equal to 2 is
very well-approximated by a normal distribution [Johnson and Kotz (1970)].

This calls to mind the Central Limit Theorem (CLT), which states that the sum of
independent random variables with finite means and variances is asymptotically normally
distributed, provided that the total variance is not dominated by only a few variables (see
Feller (1971) for a more rigorous statement of the CLT). There is also a multivariate CLT
that implies that the total-cost distribution is approximately normal when certain types of
dependencies exist (e.g., when each cost element is a sum of independent sub-elements,
but cost elements may have at least one sub-element in common). We may also expect the
CLT to hold if the sum of the correlated cost elements is small relative to the total cost. It
is of interest to observe that the nearly-symmetric cost distribution shown in Figure 4 is
composed of only ten cost elements. Although the conventional wisdom is that most
total-cost distributions should be skewed to the right, this example suggests this may not
necessarily be the case.

To examine this further, consider three hypothetical Work Breakdown Structures,
shown in Tables 2 through 4. Each WBS consists of costs decomposed as unit price x




quantity. All price and quantity distributions are specified as independent right-skewed
Triangular distributions.® The product of price and quantity is therefore extremely skewed
to the right. In Table 2, distributions were selected so that no one cost element dominates
the total. In Table 3, the price and quantity of the first three cost elements were each
multiplied by 10 so that the resulting costs comprise a significant portion of the total. In
Table 4, only three cost elements were retained, and the price and quantity of the first one
was multiplied by 10 so that it dominates the total. All cost elements are assumed to be
independent. The data in Table 2 provide the most promising conditions for application of
the CLT (the only question is whether 20 cost elements are enough). Because a few
extremely right-skewed costs dominate the total in Table 3, we might not expect the CLT
to apply here. We might not expect the CLT to apply at all to Table 4, because the first
cost element dominates the total and there are only three cost elements.

Figures 6 through 8 show the results of fitting a Beta and a Normal distnibution to
the mean and variance of total cost shown at the bottom nght-hand corners of Tables 2
through 4. The reference point for each graph is the empirical distribution function
derived from a simulation of the WBS (a description of this calculation will be given in a
later section). Notice that the Normal distribution fits the empirical c.d.f. very well for the
first two cases. Even in the third case, the total-cost distribution is not drastically skewed
and the Normal distribution provides a respectable fit. This further suggests that the
assumption of a very skewed total-cost distribution may not always be valid.

These results beg the question: How can the total-cost distribution be
approximately Normal (and hence symmetric) when historical experience shows that total
cost is frequently underestimated?  Although there are many reasons for cost
underestimation, some of the more prominent ones are:

« changes in requirements during the acquisition process,

e occurrence of unforeseen events,

o inadequate allowance for schedule or technical risk,

« overly optimistic component cost estimates from contractors,
o funding instability, and

8 We assume independence for ease of computation and exposition. In general, however, price and
quantity will not be independent; if they were, there would be little advantage to modeling them
separately. The exact formula for the variance of a product {Mood, Graybill, and Boes (1974)]
depends on higher-order moments that few analysts will be able to elicit from expert opinion. In this
case, the analyst should employ the propagation-of-error formula to obtair an approximation to the
vanance of a product of correlated terms.
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o political considerations.

Suppose both the estimated and actual distribution, of total cost risk are symmetric as
depicted in Figure 9. The unknown actual risk distribution properly accounts for the
effects of all uncertain events, whereas the estimated nisk distribution is limited by lack of
knowledge or improper incorporation of some uncertain events into the risk analysis.
Consequently, the estimated nisk distribution will be centered to the left of and have
smaller variance than the actual risk " -iribution. However, the final program cost will be
a random draw from the actual, not estimated, distribution. The result is a much higher
probability of exceeding the mean estimated cost than of falling below it. This could lead
to the possibly mistaken impression that the distnbution of total cost risk is skewed to the
right.

The foregoing discussion illustrates that the total-cost distribution is not
necessarily skewed to the right just because major program costs tend to be
underestimated. The fact that many CERs exhibit log-normal error terms (the log-normal
distnbution is skewed to the right) indicates that at least one of the assumptions
underlying the CLT is often violated in practice. In particular, there may be a high degree
of dependency among cost elements, and 2 few cost elements with the greatest inherent
nisk may dominate the total program cost. Nevertheless, the cost analyst should exercise
caution in assuming a log-normal error term; in fact, this assumption should be examined

empirically and tested, if possible.




Table 2. Hypothetical Work Breakdown Structure — Example 1

Price Quantity Component Moments
Low Mode High  Low Mode High EP) _EQ_ VP _VQ _ _EPQ__ __VEQ
348 534 1269 483 755 16.36 717 9.58 395 6.05 68.67 697.77
418 706 1325 214 587 1743 8.16 848 3.58 10.59 69.22 1,001.57
420 638 1289 595 1080 20.36 782 1237 3.40 8.97 96.76 1,100.16
421 636 1500 38 696 1582 8.52 8.88 5.44 6.42 75.64 929 .47
443 590 1295 201 592 1687 7.76 8.27 3.46 9.89 64.16 866.52
121 259 11.07 473 826 1767 496 10.22 4.75 7.46 50.65 715.01
2714 456 11.7) 223 476 1408 6.34 7.03 3.75 6.49 44.53 470.13
271 477 1199 495 775 18.24 649 1032 395 8.18 66.96 797.90
1.09 251 880 600 801 16.17 4.13  10.06 2.81 4.84 41.58 380.45
412 680 1533 5.88 1086 19.16 875 11.97 )| 7.51 104.69 1,434.28
276 561 1382 440 830 1745 740 10.05 5.49 7.48 74.35 1,005.44
199 360 989 257 641 1530 5.16 8.09 2.90 7.11 41.74 39969
465 660 1283 367 628 1630 803 875 3.04 7.40 70.25 732.18
396 541 1169 223 717 1896 7.02 9.46 2.81 12.30 66.37 892 .41
201 478 11.54 349 638 1540 6.11 842 4.00 6.43 5145 549 47
277 459 1438 342 718 1575 7.24 878 6.50 6.66 63.59 80343
208 416 1383 567 1050 20.35 6.69 12.17 6.55 9.33 81.50 1,450.20
498 780 1521 535 929 1897 933 11.20 4.66 8.19 104.53 1,335.91
193 467 1348 2.80 743 1853 6.69 9.59 6.07 10.89 64.16 1,111.77
312 461 1214 599 1024 1879 6.62 1167 389 7.08 77.30 868.52

Sum 1,378.10 17.632.27
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